UNDERSTANDING AND PREDICTING ECOLOGICAL DYNAMICS:
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Abstract. Ecological surprises, substantial and unanticipated changes in the abundance of one or more species that result from previously unsuspected processes, are a common outcome of both experiments and observations in community and population ecology. Here, we give examples of such surprises along with the results of a survey of well-established field ecologists, most of whom have encountered one or more surprises over the course of their careers. Truly surprising results are common enough to require their consideration in any reasonable effort to characterize nature and manage natural resources. We classify surprises as dynamic-, pattern-, or intervention-based, and we speculate on the common processes that cause ecological systems to so often surprise us. A long-standing and still growing concern in the ecological literature is how best to make predictions of future population and community dynamics. Although most work on this subject involves statistical aspects of data analysis and modeling, the frequency and nature of ecological surprises imply that uncertainty cannot be easily tamed through improved analytical procedures, and that prudent management of both exploited and conserved communities will require precautionary and adaptive management approaches.
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INTRODUCTION

Surprising, or at least unanticipated, outcomes are the norm in many areas of science. If we did not routinely face surprising results, we would have little reason to continue formulating, rejecting, and recasting our views of nature. Therefore, it is not surprising, so to speak, that we frequently face outcomes of experiments and observations that leave us scratching our heads, wondering how we could have been so wrong in our expectations. Still, while a lack of perfect predictive power is to be expected, it is not so obvious why ecologists and conservation biologists frequently face results that directly contradict their general expectations. Although such results provide fertile ground for further scientific research, they are less welcome in the context of resource management, where being at least approximately correct in our predictions is the most basic premise upon which decisions are made.

Over the last decade, there has been increasing recognition that ecological predictions must be advanced with clear statements of their uncertainty. How best to choose the model or models for predicting population and community dynamics, and how best to then define and present the uncertainties in these predictions, have been active and contentious topics in statistical and ecological research (e.g., Hilborn and
surprises into three general types: (1) “dynamic surprises,” changing population numbers or community compositions that were directly observed and that were unanticipated or even diametrically opposed to expectations from past observations, experiments, or theories; (2) “pattern-based surprises,” spatial patterns in population abundance and community structure or data on past, often long-term, patterns of change that are dramatically inconsistent with widely accepted formal or informal models of how nature works; and (3) “intervention-based surprises,” unexpected dynamics arising from management actions or other large, human perturbations. We offer these categories not as crisp and fundamentally distinct types, but as a useful breakdown for discussion. Dynamic and pattern-based surprises differ most clearly in whether surprising results are observed as they occur vs. being seen in a spatial pattern or a record of temporal changes that have already happened. Intervention surprises are really a subset of dynamic surprises, but they provide some of the most spectacular examples, in large part because management interventions can push ecological dynamics farther and faster than do most naturally occurring processes.

Dynamic surprises

Multiple examples of ecological surprises come from time series of population numbers. Young (1994) reviewed several dozen studies to emphasize that a common expectation of ecologists and wildlife biologists—relatively stable numbers of medium and large-bodied mammals through time—was manifestly false. Wolfa (1978) showed that populations of insects in the tropics are just as variable as populations of temperate species, again contradicting a large body of theory that predicted the opposite. Both these cases are striking because the expectations they contradicted were firmly entrenched and widely believed (Egerton 1973). Notably, these and similar examples of population-level surprises result in part from misperceptions about species interactions. In the case of mammalian populations, disease and predation are often assumed to be weak regulating forces, whereas for tropical insects, competition and natural enemies (as well as relatively invariant abiotic environments) have been assumed to regulate populations to low and constant densities.

Other dynamic-based surprises involve the direct observation of community interactions. Examples of such surprises range from those that are obvious in hindsight to the still inexplicable. The extremely rapid increase and spread of spruce bark beetle in south-central Alaska and the Yukon Territory during the 1990s killed over 1.19 million ha of mature white spruce trees in
Alaska alone (Matsuoka et al. 2006). The onset, speed, and extent of this outbreak were not anticipated because the previously known risk factors for bark beetle outbreaks (in particular, stand age structure) did not fully explain these widespread and sustained infestations (Berg et al. 2006). Substantial warming during this time period is now believed to be responsible for the beetle increases, but obtaining clear support for this explanation took many years of study (Berg et al. 2006).

Two examples from marine ecosystems in Alaska illustrate less understood surprises, both involving unanticipated arrivals of unexpected community members. In 1992 large numbers of smooth lumpsuckers (Aptocyclus ventricosus) suddenly and unexpectedly appeared in coastal waters of the central and western Aleutian archipelago. These fish were so abundant that wind-rows of their dead bodies formed on the beaches. This influx, among other effects on nearshore communities, dramatically reduced nutrient limitation of sea otters, which fed extensively on the newly arrived lumpsuckers (Watt et al. 2000). After this influx, sea otters had significantly improved body condition (Monson et al. 2000) and the normally large number of beach-cast carcasses of otters dying from starvation (Laidre et al. 2006) disappeared entirely. Lumpsuckers had become much less common by 1993 and had disappeared almost entirely by 1994. Although Kenyon (1969) reported a similar phenomenon in the mid 1960s, the researchers involved had never seen smooth lumpsuckers nor any evidence of their existence in 22 previous years of fieldwork in the Aleutian Islands, and have not seen them in the last 14 years. The reason for this unexpected “resource pulse” (sensu Ostfeld and Keesing 2000) is still entirely unknown.

Studies of sea otters and kelp forests in southwest Alaska provide a second example of an ecological surprise. In the early 1990s, killer whale sightings by researchers working on sea otters and kelp forests in the Western Aleutian archipelago rose from less than one sighting per year to multiple sightings per day. A substantial decline in sea otter numbers was evident by the mid-1990s (Doroff et al. 2003) and by the late 1990s it had become apparent that this reduction was most likely due to increased killer whale predation (Estes et al. 1998). Although the sea otter population collapse predictably led to a collapse in the kelp forest ecosystem (Estes et al. 1998, 2004, Reisewitz et al. 2006), the proximate cause of this change, arrival of a new top predator and a novel feeding behavior, was entirely unanticipated and its ultimate cause remains both uncertain and highly contentious (for a parallel case, see Roemer et al. [2002]).

Experimental studies of granivory in Chihuahuan desert scrub ecosystems by Brown and Heske (1990) provide similarly surprising results. These studies were initially designed and undertaken to understand competitive interactions among granivorous rodents, birds, and ants. One of the experimental treatments involved the removal of a guild of three kangaroo rat species (Dipodomys spp.). Fortuitously, Brown and Heske continued to maintain and monitor the experiments for years after the planned experiment had ended. More than a decade later, the manipulated areas switched from desert scrub to grassland. This change, apparently due to reduced seed predation by kangaroo rats on the large-seeded grasses and reduced physical disturbances by the kangaroo rats that made seed caches more easily accessible to other granivores, was entirely unanticipated and the reason for the time lag is still unknown.

**Pattern-based surprises**

Pattern-based are perhaps the hardest group of surprises to recognize because we often concoct ad hoc explanations for any static pattern we observe and usually have little information with which to test our explanations. Nonetheless, observations of past changes in community composition or of the current spatial arrangement of populations and communities are sometimes very surprising, given widely-held expectations. The richest source of pattern-based surprises is paleoecological studies. The classic work of Davis (1969) on changing forest assemblages during the Holocene is one such example, as this work challenged views of community succession and, even more fundamentally, of the factors shaping consistent community structure. More recent paleontological studies are similarly surprising, showing that basic assumptions about the patterns in community composition formulated from observations of current assemblages often cannot explain past community patterns (e.g., Jackson et al. 2001, Fox 2006).

One of the more striking pattern-based surprises in modern-day ecology was the discovery of deep ocean vent communities (Corliss et al. 1979, Grassle 1985, 1986). These communities have been increasingly well-studied following their discovery, but nearly every aspect of their existence has been surprising, in some cases even astonishing. The population densities, species composition, and in situ chemical energy source of these communities all contradicted universally accepted generalities about the ecology of deep ocean regions as low-density, low-productivity ecosystems reliant only on sparse detrital fallout from the distant photic zone.

Another example of a spatial surprise is the discovery of “fir waves,” regions of high-elevation fir (Abies spp.) forests in both northeastern North America and Japan that show banded patterns of death and regeneration (Sprugel 1976, Sato and Iwasa 1993). The causes of this unusual large-scale patterning in forest structure were obscure at the time of discovery. Even after decades of work on fir waves, the relative importance of abiotic forces (wind and ice scour) vs. biotic factors is still not entirely clear (Shibuya et al. 2004).

**Intervention-based surprises**

One could argue that, more often than not, major human manipulations of natural communities produce
surprising, and sometimes even alarming, results (Paine et al. 1998). One of the most astonishing case studies we know involved an effort to reintroduce rock lobsters to a seamount off the western coast of South Africa (Barkai and McQuaid 1988). Until about 1970, similarly high population densities of rock lobsters (Jasus Island) reportedly occurred at Malgas and Marcus Islands, two closely associated and seemingly similar habitats. For reasons that remain uncertain, the lobsters disappeared from Marcus Island in the early 1970s. The lobsters preyed on predatory whelks and whelk populations apparently increased substantially following the lobsters’ disappearance. After a 9-month caging experiment demonstrating that lobsters were indeed capable of surviving at Marcus Island, 1000 lobsters were reintroduced in an effort to reestablish the species. However, these lobsters were immediately attacked and consumed by their previous prey, the now overabundant whelks; a week later, live lobsters could not be found at Marcus Island (Barkai and McQuaid 1988). Such predator–prey role reversals were previously unknown and thus unexpected in this or any similar system.

Other examples of such unintended consequences of management actions are so pervasive that we simply list several here.

1) Indiscriminant control of coyotes can lead to identical or even higher livestock depredation rates, due to a variety of factors, including demographic responses, age- and individual-based differences in propensities to attack livestock, and differences in individual susceptibility to control measures (reviewed in Mitchell et al. 2004).

2) Control of red foxes in order to increase Red Grouse populations often backfires, with no reduction in numbers or increased cycling of grouse populations in areas with greater predator control. Foxes preferentially kill birds with higher parasite loads, and in the absence of predation, population-wide parasitism rates increase, with consequent negative impacts on grouse populations (Hudson et al. 1992, 1998, Packer et al. 2003).

3) Past efforts to remove cattle from California grasslands in order to help populations of native plants often failed because grazing suppressed the now widespread European grasses that strongly outcompete most native plants. Now, conservation easements stipulate both maximum and minimum levels of grazing in the hopes of improving native populations (Germano et al. 2001, Hayes and Holl 2003).

A structured questionnaire to assess ecological surprises

Although these examples give the sense that unanticipated ecological patterns and dynamics are common, such a listing clearly suffers from the problem of cherry picking. Thus, we also sought a somewhat more quantitative estimate of the frequency of ecological surprises. Given the nature of the peer-reviewed literature, which does not encourage the discussion, or even admission, of clearly unanticipated results, we attacked this problem by constructing an extremely simple questionnaire (Appendix A), which we then sent to 115 experienced field ecologists. The list was generated in the following manner. First, members of our NCEAS working group listed the names of experienced field ecologists with medium- to long-term research programs whom we could recall from memory. We added to this list by searching the Web of Science for papers that contained “ecology” and “long-term” as key words. Finally, we added the names of any remaining field ecologists from the members list of the National Academy of Sciences. Our goal was simply to obtain a reasonably long list of credible field ecologists with enough experience to recognize an ecological surprise if they saw one.

After explaining our project and providing several well-known examples of ecological surprises, we asked the recipients whether or not they had encountered any such events in the course of their field studies, and if so, whether they believed that they were able to make a post hoc determination of the cause (see Appendix A). Fifty-eight (50%) of the 115 individuals contacted replied to our query within four weeks of the mailing. Fifty-two (90%) of the 58 respondents answered question 1 in the affirmative, five answered in the negative, and one was unable to make a determination based on the nature of his/her work. Of the 52 people responding in the affirmative, 46 (88%) believed that they understood the cause of the surprise after the fact. There were no substantial differences in the rate of affirmative vs. negative responses we received from researchers working predominantly in marine (14 affirmative out of 15 respondents), terrestrial (28 of 33), and freshwater (9 of 9) systems.

We draw two conclusions from this crude survey. First, major surprises are commonplace in the experience of field ecologists. If we assume the 58 respondents are a representative sample of reasonably competent field ecologists, nearly everyone experiences a significant surprise at one time or another over the course of their career. Even if we assume that the lack of responses were from those who have never been surprised, we would still conclude that a field ecologist would have an even chance of experiencing a surprise. Although these results do not allow us to estimate the relative fraction of surprising vs. expected results that these researchers have obtained during their careers, they do allow us to conclude that surprises are common enough to occur quite predictably in moderate- to long-term research programs. Second, and perhaps more interesting, was the fact that so many of those who have been surprised believed that they were able to make post hoc determinations of why the surprises occurred. This suggests that the factors responsible for surprises are easy to see but seldom anticipated. Ecological surprises thus occur because most ecologists have a predetermined notion of what they expect to see, and that this predetermined notion excludes many important ecolog-
ical processes. Finally, a surprising (to us) number of the respondents wrote to say that because their observations were surprises, they had not been reported in the scientific write-ups of their research, the implication being that these observations were uninteresting, bothersome, embarrassing, or not sufficiently well chronicled and understood through proper application of the scientific method, and thus were underreported in the scientific literature. The very fact that a result is surprising also means that a researcher will usually lack a clear and simple conceptual framework with which to introduce and discuss his or her results, making publication in most general ecology journals much more difficult.

**WHAT CAUSES ECOLOGICAL SURPRISES?**

Next, we present our view of why many surprises occur, while acknowledging that the diversity of these events makes such a classification difficult. Others have written about various ideas and phenomena relevant to what we term ecological surprises, especially their causes (Appendix B). Drawing on this literature and on our own discussions, we believe that there are four broad explanations for the majority of ecological surprises.

**Complex community interaction webs.**—Although lip service is routinely paid to the complexity of ecological communities, in fact almost all our expectations of community behavior come from highly simplified, cartoon versions of the myriad interactions that characterize real communities (Polis and Strong 1996). These cartoons rely (often implicitly) on several different assumptions that different camps of ecologists make about interaction webs: (1) bottom-up forces in communities dramatically outweigh all other effects; (2) top-down forces in communities dramatically outweigh all other effects; and (3) indirect interaction strengths rapidly attenuate with increasing interaction chain length, and thus ecological chain reactions are of minor consequence. In fact, real food webs are typified by many types of interactions. We do not agree with Polis and Strong (1996) that this complexity will always make simpler characterizations misleading or useless, but we do agree that it can produce results that are difficult to anticipate.

**Variability in community players in time and space.**—As with the complexity of species interactions, most ecologists appreciate that the numbers of individuals within populations, the traits of these individuals, and even the simple presence of different populations can vary dramatically across time and from place to place within otherwise similar communities. Despite this broadly held appreciation, predictions of future community and population behavior typically do not take the degree of this variability into account in any satisfying way. At the most basic level, genetic and behavioral differences between individuals of the same species mean that their roles in communities can vary both spatially and temporally (e.g., Agrawal 2003, Thompson 2005). The most dramatic type of variation (and the most surprising in its effects) comes when species cross the boundaries between what we felt were distinct community or ecosystem types (Post et al. 2007). This inter-system connectivity not only is difficult to anticipate if one has not seen it before, but also can bring qualitatively different species into a community, with effects on existing players that are difficult to anticipate.

**Multi-dimensionality of the characteristics and interactions of individual organisms.**—The vast majority of formal ecological models and, we would argue, just as many informal mental models, reduce each species and individual to a simple set of characteristics and interaction rules. For example, in the typical Lotka–Volterra based models of interaction webs (e.g., May 1973, Laska and Wootton 1998, Wootton and Emmerson 2005) each species is characterized by, at best, a birth rate, a death rate, and an interaction rate with each species it feeds on or is eaten by. Similarly, most models assume that biomass or energy is an adequate sole currency with which to characterize trophic interactions, ignoring the transfer of other major and minor elements and compounds. Although this reduction in the complex multidimensionality of a species’ or individual’s traits is necessary in order to achieve manageability within a single model, or human brain, it drastically curtails the full range of species complexities. There are many dimensions to the manner in which species interact with one another, including non-trophic interactions (facilitation, mutualism, etc.), behavioral effects (e.g., the ecology of fear; Berger et al. 2001, Laundre et al. 2001), stoichiometric effects (Sterner and Elser 2002), and trait-mediated indirect effects (e.g., Billick and Case 1994, Schmitz 1998, Hansen et al. 2007). Virtually none of these effects are typically incorporated into broad community predictions. Possibly just as important as its sheer complexity is that this multidimensionality makes interaction patterns context-dependent, changing with densities and community context and thus creating surprises such as the lobster–whelk role reversal previously described.

**Shifting abiotic conditions can alter species reactions and interactions.**—This last cause of surprises is really a small subset of the multi-dimensionality problem just discussed, but differs from it both in its current importance in the ecological literature (due to concerns with climate change) and because, more than the other causes we have listed, it is difficult to anticipate or predict with anything but long-term data. Both shifts in mean conditions and rare weather events can alter populations and communities in ways that are extremely difficult to anticipate. For example, would warming in Alaska lead to increased bark beetle outbreaks because of faster population growth of the beetle, or more control of beetle populations due to faster growth of their parasitoid enemies? Species can interact with one another in qualitatively or quantitatively different ways...
depending upon variation in the physical conditions that surround them (e.g., Sanford 1999). The pattern of increasing variance in weather events at longer time scales has long been recognized as a source of uncertainty in ecological predictions (Pimm and Redfearn 1988), but increasing variability and shifting means due to global change now make prediction of the exact effects of climate change even more challenging (Boyce et al. 2006).

At a more fundamental level, we believe the various causes of ecological surprises can be divided into three categories of events: (1) those we just haven’t seen and therefore don’t know about, (2) those we have (or should have) observed but have overlooked due to failures of our imagination and intellect, and (3) those that we are well aware of, but have knowingly overlooked for logistical or intellectual simplicity and convenience. In other words, we are sometimes surprised because of ignorance, sometimes because of a failure to pay careful attention, and sometimes because we have to prioritize which aspects of ecology to include and which to ignore in order to make predictions. Different examples that we have mentioned here clearly fall into each of these three classes, but in many cases the line between things we don’t know and those we do is not so clear, largely because of the limited scope, duration, and accuracy our observations. Recently, a great deal of work has been devoted to defining more explicitly and quantitatively how to include limited information in the formulation of predictions. We turn next to a discussion of the advances made in this field, but also why we do not feel that it can help with the most fundamental problems posed by ecological surprises.

Current Efforts to Improve Predictions, Quantify Uncertainty, and Avoid Surprises

Over the past two decades, ecologists, resource managers, and statisticians have become increasingly interested in the quantification and presentation of uncertainty in ecological predictions. Much of this work has been directly tied to conservation or resource management, areas where medium- to long-range predictions are routinely made, often with little acknowledgement of uncertainty. Our interest in this body of theory arises because better specification of the uncertainty in ecological predictions would seem to offer a way to mitigate the problem of ecological surprises; if we can make clear statements about the uncertainty in our expectations, we should not be surprised by nearly as many outcomes, because most will fall within the (presumably broad) range of possible predictions.

Major foci of this emphasis in applied ecology have been the inclusion of abiotic variance in models of population and community dynamics (e.g., Coulson et al. 2001, Hallett et al. 2004, Smith et al. 2005), the use of statistics of extremes to predict rare events (Gaines and Denny 1993, Moritz 1997, Ellison and Agrawal 2005), and the promotion of both information-theoretic and Bayesian methods to quantify and emphasize the uncertainty that arises from different predictive model structures and individual parameter values (Hilborn and Mangel 1997, Burnham and Anderson 2002, Link et al. 2002, Spiegelhalter et al. 2002, Johnson and Omland 2004). In addition, there is a developing literature on general approaches to uncertainty and how best to regard uncertainty and its sources, a literature that includes elements of both statistics and larger considerations about the basis for knowledge and decision making (Regan et al. 2002). All of these approaches offer ways to classify sources of uncertainty, and in particular they all emphasize the many different types of uncertainty that can or should be considered when making predictions.

Of these areas of emphasis, the most influential to date have been the ones, such as Bayesian modeling and AIC-based model evaluation, that offer formal, clearly defined ways to incorporate important types of uncertainty into predictive models. Use of these analytical tools has already provided critical improvements in ecological modeling and prediction. However, we would argue that these methods can do relatively little to change the frequency or magnitude of ecological surprises. These methods are, for the most part, ways to quantify and highlight well-known and prosaic sources of errors: in a word, a means of keeping track of the errors we already know about. This is not to undervalue this care and precision; it is very important to emphasize the lack of clarity that most predictions about ecological patterns and management outcomes will have. However, tools that can quantify a broader range of “not surprising” results than usually acknowledged are different from a method that would allow us to anticipate what are now surprising outcomes. The uncertainties that come out of a careful analysis of likely management actions are always minimum estimates, explaining only the uncertainties and processes modeled. Although this caveat has been made quite forcefully by the most influential authors advocating better ecological model testing (e.g., Hilborn and Mangel 1997, Burnham and Anderson 2002), this caution is not always reflected in the use and presentation of these analyses by other practitioners. Real variation is often (perhaps even typically) far in excess of these predicted minima, and will arise from sources that are difficult or impossible to quantify using these methods, even in well-studied systems. Hence, “surprises” are seen quite commonly even in exceptionally well-studied ecosystems.

Summary: Using Imagination and Humility in Ecological Forecasting

Cognitive psychology has convincingly shown that humans are pattern-recognition machines, looking for consistency and predictability even when it does not exist. We tend to perceive consistency and hence predictive strength even when little pattern or causality can objectively be found (Gilbert 2006). This tendency is
especially evident in ecological research and applied conservation management, where future expectations are typically based on two general approaches: expert opinions and simple conceptual or mathematical models (see Egerton [1973] for a classic exploration of the balance of nature concept). Using these approaches, ecologists have tended to seek and see broad patterns and to make predictions with a great deal of confidence. The appeal of simple, deterministic models, even when we know that they are rarely correct, may lie in part in their ability to generate far broader, less conditional, predictions than do more complicated nonequilibrium analyses. And those experts who make the strongest arguments, even if wrong, tend to be the most influential, at least in the short term. However, the work by Tetlock (2005) on expert opinion suggests that simply accepting forceful expert opinions is even more dubious than it at first appears. In a very different field (international politics), he finds that experts with the most confidence in their predictions also made the worst predictions, at least in part because they were least willing to change their theories in the face of conflicting information. Although formal risk assessment methods can be used to tease out more reliable information from groups of expert opinions, they are little used in applied ecology.

Perhaps this recognition of general human frailties makes the high frequency of ecological surprises more understandable. Ecologists study extraordinarily complex systems, they base their expectations on limited data that are frequently of short duration, and they are, after all, only human. But these comforting words are likely to make many ecologists (like other experts) hear an inner voice that says, “Maybe so, but I am not stupid, like those other ecologists, who apparently didn’t really know their study systems.” To this natural reaction, we would answer: those who think that their study systems have ambushed or bamboozled them—really surprised them—include many of the most accomplished living ecologists. For example, all 10 of the National Academy members who answered our survey agreed that they had seen ecological surprises in their field systems.

If even the best ecologists are rather poor at anticipating the behavior of extremely well-studied ecological systems, what does this suggest about ecological research and about the conservation and management of natural populations and communities? For basic research, it implies that there is much to learn, even about ecological systems that seem to have been studied to death. In this regard, the frequency of ecological surprises is a further justification for the recent expansion of long-term ecological monitoring and research programs (e.g., NSF's LTREB, which recognizes the leading role of long-term, individual-investigator research programs in probing ecological dynamics, as well as the LTER, NEON, and numerous governmental monitoring programs; see Lovett et al. 2007; Billick and Price, in press). Our four general explanations for surprises comprise a set of possible foci for more research into community dynamics, and they imply the need for greater integration of complexity into the models we use to make predictions and greater imagination in our formulation of ecological expectations.

The frequency of ecological surprises also has two major implications for natural resource management. First, it implies that most management strategies, sooner or later, will not work as planned. In many resource management fields, there is recognition that some form of adaptive management is needed to respond to and learn from changing conditions and expanding understanding (Holling 1978, Walters and Hilborn 1978, Bormann et al. 1994, Gunderson and Light 2006). This philosophy accords well with the recognition that our management strategies are sometime not just less than perfect in achieving some desired outcome, but totally wrong. However, an equally strong trend in natural resource management has been the desire to put into place fixed, unchanging management strategies that will not “surprise” business interests (Baur and Donovan 1997, Wilhere 2002). Strategies of this nature are clearly not consistent with the true uncertainty in our ecological models and management plans; the recognition of how common surprises are suggests the need for more active, scientifically based opposition to this trend in environmental management, rather than acceptance of rigid management rules as a political necessity.

Second, frequent ecological surprises reinforce the need for management plans that are highly precautionary, rather than ones that attempt to cut close to expected thresholds of population overexploitation or community collapse. The precautionary principle has enjoyed periods of both popularity and neglect in academic circles, but any systematic application of this idea has been opposed by political and business forces that generally view it as expensive at best and heretical at worst (Raffensberger and Tickner 1999, Sunstein 2005; but see Hammill and Stenson 2007). Again, documentation of the frequency of ecological surprises provides a clear and rational basis for precautionary management strategies. Together, these two conclusions indicate that ecological management should remain flexible and that it should be even more precautionary than suggested by formal analysis. In the inevitable disagreements over the best way to balance the costs of management with the needs of populations and communities, the recognition of ecological surprises as a demonstrable fact can lend support to better and more conservative planning.

Surprises also suggest that cross-systems analysis is likely to be highly valuable. Experts in any area of knowledge become entrenched in their ideas and share familiarity with the same data sets and theories. In our experience, discussion and review between system-specific experts and those who are knowledgeable outsiders can be invaluable, especially because outsiders will question assumptions and be more open to
alternative mechanisms because of their experiences in other ecological communities. Specifically, this suggests that Endangered Species Act recovery teams, National Research Council committees, and similar peer review bodies should make a point of including not just system-specific scientists, but also researchers with quite different experiences; outsiders who can and will look at a system or problem with fresh eyes.

Finally, we wish to emphasize that there are two conclusions that we do not draw from our analysis of ecological surprises. The frequency of surprises could be used to argue that trying to understand ecological dynamics is largely a useless exercise. We certainly do not agree with this assessment. Rather, we believe that the progress ecologists have made in predicting short-term and “normal” patterns of ecological systems should be applauded, but also tempered with modesty about our larger predictive power and ability to understand complex systems. Practices in the field of financial investing provide a good analogy to the stance we suggest for ecological predictions. A great deal of money and effort has been used to model the best ways to maximize investment returns (certainly more money and effort than has been used to refine ecological predictions). Although this work has resulted in greatly increased understanding of economic systems, the risks and limitations of using sophisticated economic models to make investments has led more and more investors to instead use simple, safe index funds. Essentially this is the recognition that the models and expert opinions are of exceptionally little value in making accurate, long-range predictions in this field and that precautionary strategies are a far better alternative.

A second possible conclusion could be that only by formulating far more complex models can we improve our understanding of ecological systems. Again, we would disagree with this conclusion. Understanding and prediction of ecological processes will undoubtedly benefit from more analysis and more long-term data collection on difficult and unclear effects. Furthermore, the trend away from single-species management planning to the consideration of ecosystem and community dynamics is likely to provide more accurate, less surprising outcomes. But one of the best features of the recent blooming of information theory and Bayesian methods in ecology has been the decline in building elephant-sized models on the backs of mouse-sized data sets. As most ecologists now realize, AIC methods and their kin routinely show that when data are limited, formal predictive models should be simple. We should keep our minds open to more complex effects, but concentrate first on obtaining data to test these effects, instead of rushing to parameterize guesses and hunches.

Ecological surprises appear to be all but inevitable, and there is no indication that this situation will change any time soon. As we have stated here, this suggests that we proceed cautiously and adaptively when making management plans, and when advancing broad generalities about ecological structures and processes. This entire message might seem defeatist, but we have found it the opposite in our own discussions. Surprises suggest that many features of individuals, populations, and communities we usually overlook are in fact important in generating the dynamics we wish to understand. This is a scientifically interesting and challenging conclusion, and if recognizing this complexity can avert at least some future management fiascos, then we consider it a useful change in our perceptions of ecological understanding as well. Thus, while we should proceed with humility with prediction and management of ecological systems, we should also recognize the challenge that surprises represent to our understanding and respond with renewed efforts to creatively disentangle the complexity of our study systems.
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**APPENDIX A**

Questionnaire that was e-mailed to 113 experienced field ecologists (*Ecological Archives* E089-056-A1).

**APPENDIX B**

Past conceptual work related to ecological surprises (*Ecological Archives* E089-056-A2).